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Abstract: - Using machine learning (ML) in customised learning systems has shown significant
potential for improving student engagement and academic achievement in higher education. However,
successfully scaling these individualised techniques remains a considerable issue, especially among
huge student populations in underdeveloped countries. This study investigates the influence of (ML) on
student advancement in a smaller city in a developing nation like Peshawar, Pakistan. We conducted a
cross-sectional study at the University of Engineering and Technology Peshawar and surveyed 550
students enrolled in BS, MS, and PhD programs using a stratified random sampling technique. The data
was collected using a standardised questionnaire, and the results were using correlation matrices,
composite reliability, and regression models. The findings revealed substantial connections between
ML applications and better educational outcomes, with the regression model accounting for 67% of the
variation in enhanced tailored learning experiences. The remarkable representativeness of the model
(R2=0.656) indicates that (ML) has a significant ability to improve institutional effectiveness and
student learning. In addition, younger learners expressed tremendous enthusiasm for using ML in their
teaching methods. The findings demonstrate machine learning's revolutionary potential in higher
education, particularly in developing countries, by promoting cooperation, customised learning, and
increased institutional efficiency.
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1. Introduction

Personalised learning raises motivation, engagement, and academic accomplishment since it is
designed to meet each student's individual needs, strengths, and weaknesses. Personalised
education strategies may reduce achievement gaps, promote a deeper understanding of
subjects, and ultimately result in better educational results by providing information
corresponding to students' interests and learning styles [1]. Recent advancements in artificial
intelligence (Al) and machine learning (ML) have significantly transformed several sectors,
including higher education, by offering fresh prospects for improving student
achievement.[2].Despite these advances, the efficient scalability of personalised learning
continues to be a tremendous issue. Conventional approaches for customisation are frequently
excessively time-consuming and unfeasible for extensive student populations. Nevertheless,
Al and ML technologies provide very encouraging answers. Novel advancements in artificial
intelligence algorithms, like Gram-CF(Gram Matrix — Collaborative Filtering), FCNN-
CF(Fully Connected Neural Network - Collaborative Filtering), and User-CF (User-Based
Collaborative Filtering)recommendation models, have become increasingly popular in higher
education because they can improve learning experiences and offer useful suggestions to
students[3]. Furthermore, implementing bidirectional Long Short-Term Memory Recurrent
Neural Networks (BILSTM-RNN) has significantly enhanced the comprehension of word
associations in educational data, outperforming conventional LSTM models [4]. The
incorporation of Recurrent Neural Networks (RNN) and Convolutional Neural Networks
(CNN) into educational systems has greatly enhanced the processing of language and analysis
of data, catalysing the advancement of deep learning methods such as Deep Cooperative Neural
Networks (DeepCoNN) and Neural Attentional Rating Regression (NARRE) [5], [6]. These
technologies are crucial in developing algorithms that maximise student learning and
involvement. Nevertheless, the implementation of Al in higher education presents inherent
difficulties. Algorithmic accuracy, fairness, privacy, and ethical concerns must be resolved to
guarantee the responsible use of Al technologies [7]. Empirical evidence suggests that artificial
intelligence (Al) has the potential to significantly influence student learning results, cognitive
capacities, and the general standard of education. The result underscores the need for
meticulous integration of Al in educational settings [8]. Using artificial intelligence algorithms
and deep learning approaches, educational institutions can convert conventional educational
processes into more flexible and efficient systems, enhancing student success rates [9]. The
dynamic progress in artificial intelligence (Al) technologies and the increasing focus on ethical
Al development highlight the necessity for ongoing research to address the changing
requirements of higher education[10], [11]. [12]Integrating artificial intelligence (Al
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algorithms, deep learning models, and neural networks presents institutions with novel
prospects to augment instructional methodologies, heighten student involvement and enhance
educational results, facilitating a more individualized and effective learning environment [13],
[14], [12], [15]. Further expanding upon this basis, we surveyed the University of Engineering
and Technology Peshawar in Pakistan, which included a sample of 550 students. Utilizing
correlation matrices, composite reliability, and regression models, we analyzed student
feedback to evaluate the influence of machine learning (ML) at higher education institutions
(HEIs). The results demonstrate that machine learning not only advances institutional safety
and efficiency but also greatly improves teaching and learning results, emphasizing the
importance of our study.

2. Literature Review

Recent advancements in machine learning (ML) have revolutionized personalized learning in
higher education, with models such as Gram-CF (Gram Matrix - Collaborative Filtering),
FCNN-CF (Fully Connected Neural Network - Collaborative Filtering), and User-CF (User-
Based Collaborative Filtering) improving student engagement and academic performance [3],
[5]. However, significant gaps remain in how these technologies integrate with traditional
teaching methods, which continue to be essential in educational settings. Studies like those by
Zhang and Rangwala (2018) have demonstrated that advanced ML models, including Decision
Trees, K-nearest neighbors, Random Forests, and Support Vector Machines (SVMs), show
promise in predicting student performance [16]. Nonetheless, these models often rely on
limited data for training, affecting their predictive accuracy, and educators may lack the
training required to effectively interpret and integrate these advanced ML outputs into daily
classroom instruction [16].

Furthermore, new Al algorithms have evolved to improve cognitive capacities in higher
education students by prioritizing quality learning experiences and self-esteem, outperforming
previous models such as Gram-CF, User-CF, and FCNN-CF. These systems use the RelLu
(Rectified Linear Unit) activation function to generate text feature vectors, with the goal of
increasing cognitive capacities through real-time text comprehension. However, these
improvements are not without difficulties. Validating the precision of Al algorithms,
addressing potential biases, protecting student data privacy, and ensuring that Al tools are
aligned with higher education goals, particularly in terms of fostering critical thinking and
creativity rather than simply automating tasks remain major concerns [5].

ML applications frequently ignore student populations' different backgrounds, such as cultural,
linguistic, and socioeconomic differences which influence learning preferences and results.
Current models do not adequately account for these variations [17]. Bote-Lorenzo et al. (2020)
found that the characteristics of input data may influence the performance of models like
Support Vector Machines. This highlights the need for future research on addressing diversit
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in ML-based educational tools [16]. These difficulties demonstrate that while machine learning
and artificial intelligence have significant potential in education. The research focusses
exclusively on ML applications without thoroughly investigating their integration with current
pedagogical teaching techniques and the different needs of student populations.

3. Methods

A comprehensive methodology encompassed document analysis, case study modelling,
observations, and participant observation. We also conducted survey research with current and
prospective students to evaluate their level of knowledge about machine learning and their
understanding of the benefits and drawbacks that ML presents in higher education institutions.
The study was conducted using a cross-sectional design at the Peshawar campus of the
University of Engineering and Technology (UET). The inclusion criteria encompassed students
of both genders, aged between 20 and 45 years, who were presently registered in Bachelor of
Science, Master of Science, and Doctor of Philosophy programs in diverse fields of study. Data
on the overall student enrollment for the 2023-24 session was acquired from the Human
Resources department of UET Peshawar. Out of the total student population of 6,500, 3,000
were registered in the Bachelor of Science program, 2,780 in the Master of Science program,
and 720 in the Doctor of Philosophy program. An online sample size calculator (Open Epi)
determined a sample size 550 based on the entire student population. The calculations were
made with a 95% confidence interval and a 4% margin of error. The sample was selected from
the target population using a stratified random sampling technique. The population was divided
into three homogeneous strata according to students' education level: stratum I for BS students,
stratum 11 for MS students, and stratum 111 for PhD students. The sample size for each stratum
was calculated using the proportional allocation method (stratum size/population size) sample
size. Using this formula, the sample sizes for each stratum were 254, 235, and 61, respectively.
Participants were randomly selected from each stratum to participate in our study using the
attendance register as a reference. The data collection process employed a structured
questionnaire, including close-ended questions. The questionnaire included questions
regarding participants' demographics, familiarity with machine learning, and comprehension
of the advantages and disadvantages of ML in higher education institutions. Ethical approval
for this study was obtained from the university's IRB committee, and formal permission for
data collection on the premises of UET Peshawar was obtained from the university dean.
Informed consent was obtained from each participant before being included in the study. After
completing the data collection process, the gathered data was entered and analysed using SPSS
version 25. Inferential statistical tools, including correlation matrix and regression analysis,
were employed.
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3.1.Data Collections and Variables

The analysis is considered exploratory research because it was done using data from 550 UET
Peshawar students. Consequently, the findings are preliminary and foundational research for
the next stage, which will be a complete, fresh study on a representative sample rather than
being generalisable to the whole statistical population. This study considered ten factors, which
are listed in Table Il. These variables were chosen to ensure the best possible model fit,
allowing for precise prediction-making. Furthermore, the study that provided our foundation
used these factors [18].

Table I: Variables and its definitions

Variable | Definition

ML1 It has the potential to improve customised learning experiences.

ML2 It can develop skills among students.

ML3 It can create a collaborative learning environment within HEI.

ML4 It can facilitate maintaining lifelong connectivity with alums.

ML5 It holds significant potential for enhancing institutional security.

ML6 It has a great deal of ability to improve institutional effectiveness.

ML7 It enables the sharing and storage of large volumes of data.

ML8 It provides researchers with a quiet, adaptable, and easily accessible

operating environment so they may concentrate on their work without interruptions.

ML9 It provides a reachable research environment for researchers.

ATYPE | Which type of activity?

Age What is the Age of the student?

MLUSE | Use ML in your daily lives.

MLDEF | Computer systems are designed to learn and adapt autonomously, utilising algorithms
and statistical models to analyse data patterns and make inferences without explicit

instructions.

MLOC Is ML an Opportunity?

Volume 49 Issue 1 (January 2025)
https://powertechjournal.com




. \* Power System Technology

Y ISSN:1000-3673

Received: 05-11-2024
3.2.Data Analysis

Revised: 13-12-2024 Accepted: 03-01-2025

The analysis of the body of research highlights the advantages and disadvantages of using ML
at HEIs. Motivated by this, we initiated an exploratory study in Pakistan to examine the impact
of ML adoption in HEIs. Since young people are our future and are interested in technology,
we created a poll to help Pakistani HEI management and authorities adopt and incorporate ML
into the higher education system. The survey was conducted among students at UET Peshawar,
KPK, and Pakistan, to gather data to assess the level of ML knowledge among the student
population in HEIs. The results of the ML study described in [6] were followed when
conducting this academic research survey.

In our research work, we tackle the following key concerns:

e Being aware of the current knowledge and viewpoints held by research based on machine
learning at HEISs.

e Determining optimal methods for ML use in Higher Education Institutions.
e Measuring how much ML is known by the students.

e Determining how students view the potential and difficulties that machine learning poses
for HEIs.

3.3.Hypothesis 1 (HP1)

ML is a fundamental technology that enriches the learning experience by improving students'
capabilities, promoting collaborative learning within HEIs, and offering researchers a
convenient research field. We programmed and carefully chose variables during the study
procedure to solve HP1. The data was coded, and insights were extracted using various
analytical methods and applications (Tables Il and I11, Figure 1) such as regression modelling,
correlation matrix analysis, and composite reliability evaluation. Initially, the variables were
identified using Smart-PLS3. [11] After that, we verified the model's dependability, correlated
the data, coded the variables, and built a regression model based on HP1.

Table I1: Variables Correlation

Age ATYPE | ML1 ML2 ML3
Age 1.00
ATYPE 0.55 1.00
ML1 -0.07 -0.10 1.00
ML2 0.03 -0.04 0.96 1.00
ML3 -0.04 -0.04 0.96 0.91
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Table I11: Variables Correlation
ML4 ML5 ML6 ML7 MLS8 ML9
ML4 1.00
MLS -0.01 1.00
ML6 -0.02 0.96 1.00
ML7 -0.03 0.01 0.07 1.00
ML8 -0.04 -0.03 -0.05 0.04 1.00
ML9 0.01 -0.02 0.01 -0.10 0.96 1.00
ML
A
/ MLZ2
A ML3
L=
nﬁs}
MLDEF ML
619 o] Y
MLOC e 0798 MLS
0.;03
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Figure 1: Composite Reliability Model

4. Results and Discussion

In statistical analysis, we aimed to assess whether the indicators were reflexive and,
consequently, belonged to the same theoretical dimension. To accomplish this, we utilised
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Correlation Matrix and Composite Reliability. Subsequently, the results were evaluated
through regression analysis.

4.1.Stage 1. Correlation Matrix

Our analysis reveals robust correlations between ML1 and ML2, ML3 and ML5, ML6 and
MLS8, and ML9. These correlations suggest that ML holds the potential to enhance customized
learning in many ways, including skill development among students, fostering a collaborative
learning environment in higher education, improving institutional security and efficiency,
offering researchers a peaceful and flexible computing environment, enabling them to focus on
research without constraints, and providing an accessible research environment. A clear
positive link between activity and age is given in Tables Il11a and I11b, suggesting that younger
students are overly excited about using ML in their lessons.

4.2.Stage 2. Composite Reliability

To confirm if there is an overall element among the indices and, as a result, a theoretical
dimension to the construct, composite reliability is used as a precautionary measure [19]. It
may be assessed using reliability alpha, which should be greater than 0.80, and internal
consistency beta coefficient. [20] Which should be greater than 0.70. A valid reflective
measurement is already indicated by values greater than 0.7 [21]. If additional indications are
available for comparison, loadings of 0.5 or 0.6 would be considered acceptable[22]. Reflective
indications with loadings less than 0.4, however, are to be disregarded [23]. The reflecting
measurements of the constructs may also be evaluated by looking at the correlation between
the indicators. Internal consistency, reliability, factor average variance extracted (AVE), and
factor loadings are among the empirical tests advised in reference [24] as given in the Table 4.

Table 1V: Validation Process

) 2 =
e 8 z £ g S 2
L 9 £ 8 N c c K w i | I 6 2 T in
T S 5 B S 2 2 o > o S g 8§ o
xr O O x & < O & < L Uy L a A
ML 0.889 0.72 0.53 0.66 0.68

With a reliability rating of 0.889, the composite reliability for the ML variable shows that the
model is robust and meets the requirements to be considered in the regression model. However,
markers ML4, ML5, ML7, and ML8 failed to satisfy AIDEF, AIOC, and the first discriminant
validity criteria. As suggested in [25] a bootstrapping process was carried out with SPSS
software to evaluate the model further. This process aimed to determine the Variance Inflation
Factor (VIF) for every construct with a 95% reliability level and 5000 samples. Tables V (a)
and (b) give the summarised results.
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ML1 ML2 ML3 ML4 ML5 ML6

18.13 15.24 13.09 8.37 9.23 21.12
Table V (b): Sample Bootstrapping

ML7 ML38 ML9 MLUSE MLDEF MLOC

8.44 8.71 23.11 8.17 3.06 2.52

4.3.Stage 3. Output of Regression Model

The regression model that is shown below validates the results that were previously reported.
It is clear from the regression model that ML is a crucial technology that improves learning,
especially by helping students develop their skills, creating collaborative learning
environments in HEIs, and enhancing institutional security and efficiency, all of which
contribute to a favorable research environment. With a R? with a value of 0.656, the model
demonstrates representativeness overall, showing that ML has several advantages for HElISs.
More specifically, 67% of the variance in the dependent variable (ML1) is explained by the
change in the independent variables (ML2, ML3, and ML9). Other variables like ML4, MLJ5,
ML6, ML7, and ML8, as well as external factors like instructional approaches and
socioeconomic changes within the socio-economic setting, are likely to impact the remaining
percentage.

Given that the estimated F value is more than the critical F value (F > F_crit) and the
significance level (Sig F) If it is less than 0.01, the ANOVA test supports the previously
indicated conclusions. Furthermore, the ANOVA test's presumptions are met:

e A continuous scale is used to assess the dependent variable.
e Four separate categories and independent groupings make up the independent variables.

e Since there is no correlation between the observations inside each group or between the
groups themselves, the observations are independent.

e Extreme values are not present.
e In general, the variable is distributed throughout the independent variable's groups.

e Table VI shows that the variance is homogeneous.

Table VI: Assessment of Regression Model
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Parametersl
Multiple R 0.80917
R? 0.65643
Tuned R? 0.65981
the standard deviation of the mean 0.64001
Observation 550
Parameters2
<
>
@) LL
pd 2] o
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5
o
04
99 44 .56 0.4234
<
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o
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Parameters3
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Intercept 0.15021 0.3055 0.4794 0.6405 —0.513 0.65
ML2 0.38435 0.09663 4.0386 0.0002 0.1784 0.58
ML3 0.351 0.99784 3.2944 0.0009 0.1427 0.58
ML9 0.30653 0.07938 3.4022 0.0012 0.1266 0.47

There is a significant correlation between the independent and dependent variables, as indicated
by the Multiple R-value of 0.809. When it is less than the significance level, the alternativ
hypothesis (H1) is accepted, as shown by the p-value, which represents the margi
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significance level of the F-test and is lower than 0.05. The p-values for ML2, ML3, and ML9
in Table 6, which displays the modified model findings, are all less than 0.01 and indicate a
high likelihood of receiving accurate results and well-estimated coefficients for these variables.
The vehicle is regarded as dependable overall. With a R?with a value of 0.80917, changes in
the causative factors can explain 82% of the variance in the ML1 variable, with the model
unable to account for the remaining 18%.

The following outcomes were obtained using statistical t-tests performed for each variable:

e The coefficient for the ML2 variable is 0.38, and the standard error is a little 0.09663.
It is most likely to be detected in the range of 0.18 to 0.6 with a 95% confidence level.

e The coefficient for the ML3 variable is 0.351, and its low standard error is 0.997. It is
most likely to be discovered in the range of 0.14 to 0.6 with a 95% confidence level.

e The coefficient for the ML9 variable is 0.306, and its low standard error is 0.079. It is
most likely to be discovered in the range of 0.12 to 0.5 with a 95% confidence level.

e The value of the intercept coefficient is 0.15, and its p-value is more significant than
0.05 at 0.064. A 95% confidence level indicates that the coefficient is not accurately
assessed and is most likely in the interval (-0.45, 0.7).

Given the circumstances, the t-tests support the model's validity and increase the regression's
predictive ability. Ideally, the variables' significance level should be less than or around 0.05
(Table 6). Considering these findings, we may state that the regression analyses support our
hypothesis.

The regression formula gets to:
ML1 =0.15+0.38x ML2 + 0.35 x ML3 + 0.30 x ML9 (1)

In this study, the variables ML2, ML3, and ML9 were deliberately selected to comprehensively
represent essential aspects of machine learning (ML) and their influence on improving learning
environments. The selection of ML2 as a fundamental element of ML is based on its pertinence
to customised learning experiences and how it fits with our research inquiry on enhancing
institutional performance. The inclusion of ML3 was based on its importance in promoting
skills development and establishing collaborative learning environments in higher education
institutions (HEIs). This corroborates our premise of improving educational results using
adaptive learning technology. The ML9 study examines the security component of machine
learning (ML), specifically highlighting its capacity to improve institutional safety and sustain
long-term connections with alums. This underscores the many advantages of ML in higher
education institutions (HEIs). These variables were selected based on their thorough depiction
of machine learning capabilities, therefore assuring a rigorous investigation of their impact on
educational environments.
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Analysis and Further Recommendation

Given the validated hypothesis and the checked reliability of the model, it is apparent that ML
technology plays a pivotal role in enhancing the safety and efficiency of institutions while
contributing to the learning process. This assumption suggests a strong correlation between
ML and ML1 and its potential to improve customized learning. For instance, research has
shown that digital algorithms can significantly improve medical care. Furthermore, it has been
demonstrated that tactics utilizing secure computing technologies and machine learning-based
digital techniques work [26]. Our study also revealed strong relationships between ML1 and
ML2, ML3, ML5, ML6, ML8, and ML9, suggesting that ML can improve customized learning
in several ways. These associations imply that ML can enhance students' abilities, offer HEIs
a collaborative learning environment, increase institutional efficiency and security, and give
researchers a comfortable atmosphere to conduct research. Furthermore, younger students are
incredibly excited about incorporating ML into their learning activities based on the substantial
association between age and activity [27]. The regression model emphasises that ML is
important to improving learning, especially regarding skill development, collaborative learning
in HEISs, increased institutional security and efficiency, and a favourable research environment.
The representativeness of the model (R? = 0.656) indicates that machine learning offers several
advantages to HEIs in developing nations. The independent variables (ML2, ML3, and ML9)
can explain 67 per cent of the variance in the dependent variable (ML1), contextual factors and
other variables, such as instructional methods and macroeconomic shifts explain the remaining
percentages. The importance of ML in boosting tailored learning is highlighted by improving
institutional security and efficiency, offering a favourable research environment, and helping
students build their abilities and a collaborative learning environment in HEIs [28]. Studies
reveal that students favour using recent technologies in the classroom because of their
prominent levels of engagement, motivating demands, and possibilities for experimentation
and simulation. Colleges must adopt these technologies and create innovative teaching and
training strategies to satisfy millennial expectations and keep up with the technological
transformation [29].

5. Conclusion

This study underlines the potential of machine learning (ML) to enhance interactive learning
environments in higher education by exploiting vast data sets to adapt educational experiences
for various learners. Despite this potential, ML implementation in educational institutions has
been sluggish, especially in middle-income nations. This delayed acceptance has been made
worse by issues like enrolment and financial limitations. There are still large gaps, particularly
in low- and middle-income countries where generalizability and social acceptability are still
problems. We understand the value of longitudinal research in addressing these issues by
determining the long-term effects of ML technology on student learning results. Using the
cross-sectional methodology of our current study, we intend to highlight its shortcomings
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provide directions for future research that focus on long-term effects. Furthermore, we
recognize the need for expanding our findings beyond a single location or university. Our
updated manuscript will address this geographical barrier and provide solutions for conducting
investigations in varied settings. By widening the breadth of our research, we hope to validate
and generalize our findings, ultimately contributing to best practices in ML applications across
a variety of educational settings.

Refrences

[1] V. Kuleto et al., “Exploring Opportunities and Challenges of Artificial Intelligence and
Machine Learning in Higher Education Institutions,” Sustainability, vol. 13, p. 10424, Sep. 2021, doi:
10.3390/su131810424.

[2] A. Rejeb, K. Rejeb, A. Appolloni, H. Treiblmaier, and M. Iranmanesh, “Exploring the impact
of ChatGPT on education: A web mining and machine learning approach,” The International Journal
of Management Education, vol. 22, no. 1, p. 100932, Mar. 2024, doi: 10.1016/j.ijme.2024.100932.

[3] X. Bai and X. Wang, “Artificial Intelligence Technology and Its Application in Improving
Thought-Politics Education,” Mobile Information Systems, vol. 2022, pp. 1-11, Sep. 2022, doi:
10.1155/2022/3150352.

[4] Y. Ji et al, “m5UMCB: Prediction of RNA 5-methyluridine sites using multi-scale
convolutional neural network with BiLSTM,” Comput. Biol. Med., vol. 168, no. C, Apr. 2024, doi:
10.1016/j.compbiomed.2023.107793.

[5] A. Al Ka’bi, “Proposed artificial intelligence algorithm and deep learning techniques for
development of higher education,” International Journal of Intelligent Networks, vol. 4, pp. 68-73, Jan.
2023, doi: 10.1016/j.ijin.2023.03.002.

[6] “https://jaipuria.edu.in/media/Ojas-July-Dec-2020-Issue.pdfifpage=15." Accessed: Aug. 25,
2024. [Online]. Available: https://jaipuria.edu.in/media/Ojas-July-Dec-2020-Issue.pdf#page=15

[7] Z. Slimi, “Navigating the Ethical Challenges of Artificial Intelligence in Higher Education: An
Analysis of Seven Global Al Ethics Policies,” vol. 12, no. 2.

[8] F. Ouyang, L. Zheng, and P. Jiao, “Artificial intelligence in online higher education: A
systematic review of empirical research from 2011 to 2020,” Educ Inf Technol, vol. 27, no. 6, pp. 7893—
7925, Jul. 2022, doi: 10.1007/s10639-022-10925-9.

[9] W. Wang, D. Qiu, X. Chen, and Z. Yu, “An empirical study on the evaluation system of
innovation and entrepreneurship education in applied universities,” Computer Applications in
Engineering Education, vol. 31, no. 1, pp. 100-116, 2023, doi: 10.1002/cae.22573.

[10]  A.Nguyen, H.N. Ngo, Y. Hong, B. Dang, and B.-P. T. Nguyen, “Ethical principles for artificial
intelligence in education,” Educ Inf Technol, vol. 28, no. 4, pp. 4221-4241, Apr. 2023, doi:
10.1007/s10639-022-11316-w.

Volume 49 Issue 1 (January 2025)
https://powertechjournal.com




.= Power System Technology

Y ISSN:1000-3673

Received: 05-11-2024 Revised: 13-12-2024 Accepted: 03-01-2025
[11] ™. A. Memon, R. T., J.-H. Cheah, H. Ting, F. Chuah, and T. H. Cham, “PLS-SEM
STATISTICAL PROGRAMS: A REVIEW,” JASEM, vol. 5, no. 1, pp. i—xiv, Mar. 2021, doi:
10.47263/JASEM.5(1)06.

[12] H. Naeem, A. A. Mokharzadeh, and S. Khan, “Leveraging Artificial Intelligent Model for
Water Quality Indices Assessment: A Comprehensive Study and Framework,” in 2023 International
Conference on the Cognitive Computing and Complex Data (ICCD), Oct. 2023, pp. 290-295. doi:
10.1109/ICCD59681.2023.10420685.

[13]  “Sustainability | Free Full-Text | Improving Student Retention in Institutions of Higher
Education through Machine Learning: A Sustainable Approach.” Accessed: Aug. 21, 2024. [Online].
Available: https://www.mdpi.com/2071-1050/15/19/14512

[14] B. Albreiki, N. Zaki, and H. Alashwal, “A Systematic Literature Review of Student’
Performance Prediction Using Machine Learning Techniques,” Education Sciences, vol. 11, no. 9, Art.
no. 9, Sep. 2021, doi: 10.3390/educsci11090552.

[15] “Ojas-July-Dec-2020-Issue.pdf.”  Accessed: Aug. 25, 2024. [Online]. Available:
https://jaipuria.edu.in/media/Ojas-July-Dec-2020-Issue.pdf#page=15

[16] N. Mduma, “Data Balancing Techniques for Predicting Student Dropout Using Machine
Learning,” Data, vol. 8, no. 3, Art. no. 3, Mar. 2023, doi: 10.3390/data8030049.

[17] W. Xing and D. Du, “Dropout Prediction in MOOCsS: Using Deep Learning for Personalized
Intervention,” Journal of Educational Computing Research, vol. 57, no. 3, pp. 547-570, Jun. 2019, doi:
10.1177/0735633118757015.

[18]  “Frontiers | Analysis and Prediction of Influencing Factors of College Student Achievement
Based on Machine Learning.” Accessed: Aug. 21, 2024. [Online]. Available:
https:/iwww.frontiersin.org/journals/psychology/articles/10.3389/fpsyg.2022.881859/full

[19] “The C-OAR-SE procedure for scale development in marketing - ScienceDirect.” Accessed:
Aug. 25, 2024. [Online]. Available:
https://www.sciencedirect.com/science/article/abs/pii/S0167811602000976

[20]  W. Revelle, “Hierarchical Cluster Analysis And The Internal Structure Of Tests,” Multivariate
Behavioral Research, vol. 14, no. 1, pp. 57-74, Jan. 1979, doi: 10.1207/s15327906mbr1401 4.

[21] G. A. Churchill, “A Paradigm for Developing Better Measures of Marketing Constructs,”
Journal of Marketing Research, wvol. 16, no. 1, pp. 64-73, Feb. 1979, doi:
10.1177/002224377901600110.

[22]  S. P. Gudergan, C. M. Ringle, S. Wende, and A. Will, “Confirmatory tetrad analysis in PLS
path modeling,” Journal of Business Research, vol. 61, no. 12, pp. 1238-1249, Dec. 2008, doi:
10.1016/j.jbusres.2008.01.012.

[23] W. W. Chin, “How to Write Up and Report PLS Analyses,” in Handbook of Partial Least
Squares: Concepts, Methods and Applications, V. Esposito Vinzi, W. W. Chin, J. Henseler, and H.
Wang, Eds., Berlin, Heidelberg: Springer, 2010, pp. 655-690. doi: 10.1007/978-3-540-32827-8_29.

Volume 49 Issue 1 (January 2025)
https://powertechjournal.com



= Power System Technology

/Y ISSN:1000-3673

Received: 05-11-2024 Revised: 13-12-2024 Accepted: 03-01-2025
[24] O. Gotz, K. Liehr-Gobbers, and M. Krafft, “Evaluation of Structural Equation Models Using
the Partial Least Squares (PLS) Approach,” in Handbook of Partial Least Squares: Concepts, Methods
and Applications, V. Esposito Vinzi, W. W. Chin, J. Henseler, and H. Wang, Eds., Berlin, Heidelberg:
Springer, 2010, pp. 691-711. doi: 10.1007/978-3-540-32827-8_30.

[25] T. Coltman, T. M. Devinney, D. F. Midgley, and S. Venaik, “Formative versus reflective
measurement models: Two applications of formative measurement,” Journal of Business Research, vol.
61, no. 12, pp. 1250-1262, Dec. 2008, doi: 10.1016/j.jbusres.2008.01.013.

[26] P. Shah et al., “Artificial intelligence and machine learning in clinical development: a
translational perspective,” npj Digit. Med., vol. 2, no. 1, pp. 1-5, Jul. 2019, doi: 10.1038/s41746-019-
0148-3.

[27] S. A. D. Popenici and S. Kerr, “Exploring the impact of artificial intelligence on teaching and
learning in higher education,” RPTEL, vol. 12, no. 1, p. 22, Dec. 2017, doi: 10.1186/s41039-017-0062-
8.

[28] A. Kumar, “RIS Discussion Paper Series”.

[29] M. P. Ilic, D. Paun, N. Popovic Sevic, A. Hadzic, and A. Jianu, “Needs and Performance
Analysis for Changes in Higher Education and Implementation of Artificial Intelligence, Machine
Learning, and Extended Reality,” Education Sciences, vol. 11, 2021, Accessed: Aug. 21, 2024.
[Online]. Available: https://eric.ed.gov/?id=EJ1317757

Volume 49 Issue 1 (January 2025)
https://powertechjournal.com




